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• Popular distances:

• Classical Results [Cybenko, 1989; Pinkus, 1999]:
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What is the minimum width for 
universal approximation?
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Contribution
1. A smaller width is sufficient to universally approximate target function on compact domain in

2. The exact minimum width for ReLU networks also holds for ReLU-Like networks

3. Extends the pervious lower bounds to continuous monotone activation functions and general 
input/output dimensions
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• Fact: Networks using continuous monotone activation function can be approximated by networks   
using continuous injection activation function in uniform distance                     
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• Fact: Networks using continuous monotone activation function can be approximated by networks   
using continuous injection activation function in uniform distance                     

•
small uniform error, must have an intersection.
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• We first prove that the minimum width of networks on compact domain using RELU or RELU-
LIKE activation function 

• We improve the previous lower bound on the minimum width for universal approximation in 
uniform distance: general activation functions & input/output dimensions

For more details and additional results, 
read our paper and come to our poster session!
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